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# Algorithm A:

1. Insert the Graph (nodes and the mandatory edges – no optional edges) into a Fibonacci Heap.
2. Run Dijkstra Algorithm on the heap with S as the start point in order to mark the distance of all nodes from S.
3. Run Dijkstra Algorithm on the heap with T as the start point in order to mark the distance of all nodes from T.
4. Determine the length of the shortest path by looking at T’s distance from S (from step 2) OR by looking at S’s distance from T (from step 3). Let this length also represent the length of the current shortest path.
5. For Each optional edge
   1. Calculate the distance of the shortest road through that edge by summing
      1. Distance from the start node to the origin node of the optional edge.
      2. Length of the optional edge
      3. Distance from the target node to the destination node of the optional edge.
   2. If the distance is less than the shortest path of the original road (from step 4)
      1. Then add edge to the validEdges list because it generates a shorter path
   3. If the distance is less than the current shortest path (initially calculated in step 4)
      1. Then update the current shortest path to this new distance
      2. Then set pointer to this new shortest path
   4. If the shortest path pointer is null
      1. Print out "There is no optional road that generates a shorter path."
   5. Else
      1. Print out all edges in the validEdges list
      2. Generate the shortestPath list
         1. Create a list that points from the origin node to the destination node of the optimal edge.
         2. Then working with the origin node, traverse through all back (previous) pointers generated in step 2 and add these nodes to the head of shortestPath.
         3. Then working with the destination node, traverse through all back (previous) pointers generated in step 3 and add these nodes to the tail of shortestPath.
      3. Print the shortestPath

## Running time of A:

# Proving Algorithm A:

## Algorithm A Proof:

Assume that we want to find the shortest path of a graph between an arbitrary starting node S and an arbitrary target node T. Adding a single unidirectional edge E to the graph from any node X to any node Y may alter the shortest distance from S to Y (and by extension to T) but it will not alter the shortest distance from S to X. This same edge may alter the distance from T to X (and by extension S) but it does not alter the distance between T and Y. Thus the shortest paths from S to X and T to Y are fixed regardless of the length of the added edge. Then we can find the shortest length of the path from S to T through E by summing S to X, the length of E, and T to Y.

Nodes S and T can be any arbitrarily fixed nodes and X and Y represent all nodes. We need an algorithm that can find the distance from any S to all X and any T to all Y. Dijkstra's Shortest Path algorithm based on a Fibonacci Heap is guaranteed to find the shortest path between any node and all other nodes in the quickest amount of computational time. Thus we can use Dijkstra's algorithms on S and T to find the distances of S to X and T to Y.

After that we must iterate through all optional edges E to find all that produce a shorter path through the graph.

Algorithm A is the requires Dijkstra’s Algorithms made with a Fibonacci Heap to generate a shortest path tree. These proof is publicly available and is reproduced below for your convenience (from Wikipedia):

## Dijkstra’s Shortest Path Algorithm Proof:

Proof is by induction on the number of visited nodes.

Invariant hypothesis: For each visited node u, dist[u] is the shortest distance from source to u; and for each unvisited v, dist[v]is the shortest distance via visited nodes only from source to v (if such a path exists, otherwise infinity; note we do not assumedist[v] is the actual shortest distance for unvisited nodes).

The base case is when there is just one visited node, namely the initial node source, and the hypothesis is trivial.

Assume the hypothesis for *n-1* visited nodes. Now we choose an edge uv where v has the least dist[v] of any unvisited node and the edge uv is such that dist[v] = dist[u] + length[u,v]. dist[v] must be the shortest distance from source to v because if there were a shorter path, and if w was the first unvisited node on that path then by hypothesis dist[w] > dist[v] creating a contradiction. Similarly if there was a shorter path to v without using unvisited nodes then dist[v] would have been less thandist[u] + length[u,v].

After processing v it will still be true that for each unvisited node w, dist[w] is the shortest distance from source to w using visited nodes only, since if there were a shorter path which doesn't visit v we would have found it previously, and if there is a shorter path using v we update it when processing v .

Bounds of the running time of Dijkstra's algorithm on a graph with edges ![E](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAAMFBMVEX///90dHQEBAQwMDCenp5QUFAWFhbm5ubMzMyKioq2trZAQEAMDAwiIiJiYmIAAADHPVvyAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAG1JREFUCB1jYGB4+2f37vsfGBgYuH4yMHAcADL4vgOJDUDMmwAkHgAxfwCQagAy1juwGwApBob31vcfgBnXGFgXgBnaDHwMHEAWx08GdgZWIIMRZIwLEDMrAIkLQMwE1Fv7gIGBO//0brP/BQwA/NUZ9uXD710AAAAASUVORK5CYII=) and vertices ![V](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAOBAMAAADtZjDiAAAAMFBMVEX///8iIiK2traKioowMDAEBAR0dHTMzMzm5uaenp5AQEBQUFAWFhYMDAxiYmIAAACy8SVYAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAFpJREFUCB1jePtnAwPD/l8MnD8ZGBh4GhjYvwHpdCD+zcDA8QBIhzAwcAMphjMMDJYg2p+BAagDqKeBuwFE5ysogyiG+QYLwHT9uwIwzS8Hphh4L0BoFgUQDQAoQhKBI9EdGgAAAABJRU5ErkJggg==) can be expressed as a function of the number of edges, denoted ![|E|](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAUBAMAAACUkLs9AAAAMFBMVEX///90dHQEBASenp4WFhaKioq2trZAQEAMDAwiIiJiYmLMzMwwMDDm5uZQUFAAAAA2m2vrAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAIlJREFUGBljeMsAA3wXGE4D2St/lJfP/8CzAcxh+8rAwN0A5XD9BUoXQDmcDkDOAiiH/wHDAoYNUE6+Ae8BBgYoZ/3x+QvgnCkMfAlwjjoDFwM3VBn3VwZeBj4ohxFkjTGUw6MA5EyAcpgOMDDcXADhsPu3lx/5fwEqA1QEAlBLieC8hqgBknwbACWON7/HFE+5AAAAAElFTkSuQmCC), and the number of vertices, denoted ![|V|](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAUBAMAAACUkLs9AAAAMFBMVEX///8iIiK2traKiooEBAR0dHSenp5AQEAWFhYMDAxiYmLMzMwwMDDm5uZQUFAAAAAdDR0oAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAH9JREFUGBljeMsAA3wXGE4zcM3vY2Dg+1/AswHIYchPAEr2MkA4+wMYGFg3QDn8DxgYbjFAOSwHGBiAfIgyjgYG5gQYh+cDAx8DjMP3lwFkG0QZ6ycmAziH7TM7kA2V4f61GsFh+LgAiTMTxIYqYziEzAGzYTJEcF5D1ABJvg0A+dIy5j4nYZ0AAAAASUVORK5CYII=), using big-O notation. How tight a bound is possible depends on the way the vertex set ![Q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAASBAMAAAB2sJk8AAAAMFBMVEX///90dHS2trYwMDAWFhaKiooMDAzMzMwEBAQiIiLm5uZAQEBiYmJQUFCenp4AAADVWfmGAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAIVJREFUCB1jYGBgeHvm9gIgxbDyAgNfO5BmTwUSW4B42QUg8b6AgcECSDPUBzAw/QEx9AUYuH+BGPIKDBwNIIY9AwP/BBCjG8jYAKR5gPIsBkDGegEGBtYPfAcZ5oCkrQvZowNADFZbWQOGAhCLgd2A6wGYwZTACaYZuH6ArQFy7DcwMAAAdMEan8XyD1kAAAAASUVORK5CYII=) is implemented. In the following, upper bounds can be simplified because ![|E| = O(|V|^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHMAAAAXBAMAAADKCG2ZAAAAMFBMVEX///90dHQEBASenp4WFhaKioq2trZAQEAMDAwiIiJiYmLMzMwwMDDm5uZQUFAAAAA2m2vrAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAhBJREFUOBGdkj1oU1EYht/mprdN7l8nFxHFxcUh4CaCDi24GXBwEPRScE5AIZvN5iYZnHToHTVFvN0chAYUBTN4R+vSO1dKLLWoSE2/95yTc9OmQ+oHOfnOc77n/F7g9OF2P55e0sY3LGf/6TYQ1ajuFP5YWkBmawiLZXbgYis9I7gvv1e/W63VHyplpQ1nu8vpZuvwU7z8mQODX6rqMXyZi6q7D3jtCTX4DCynwDtQdfakspyxaqYJr6fV6oHQ5oT6tg6ENwC5T1G9XSk6q4SryPBeqxUZR3JcDZ4Kdf4CMioq/gFBQsF9vR7jmlajXMT0uOpfENXb5/aUeln2IKSPjeEQiLTaqAU9BaUpopFIPruLiuybqy4Ct4XwciTKNZW9+bSaSE/BR4uMjnRXpBzVPZRjrX4BciFG9RdU9gyhDI+gZCousq0coJRpdZCp1zVqmKv6S6jCm1D/UN3q8VRqw+fjByRGraoXkasIeAMGcpyh1EGKyKx6vd4kPqLO8FmvGFic9aZQPmZJzsxr2uhKY9W5hJOoV+hYyHHGfan8mgPzsVaj56SjVf06s1IP2Ews5DjD78BZ4v+CVufbpCNVJuxj7taT1odhZqEqYHOnuy3UfhJ+TGhVm41BVTDWBG29qkGyTca9aVQ8PEl9MZW6eYLqNqdSnUQ9jt6oOasvve+GHE0LyOwuwtQSLZwDDgF6Iql/9rD6zQAAAABJRU5ErkJggg==)for any graph, but that simplification disregards the fact that in some problems, other upper bounds on ![|E|](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAUBAMAAACUkLs9AAAAMFBMVEX///90dHQEBASenp4WFhaKioq2trZAQEAMDAwiIiJiYmLMzMwwMDDm5uZQUFAAAAA2m2vrAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAIlJREFUGBljeMsAA3wXGE4D2St/lJfP/8CzAcxh+8rAwN0A5XD9BUoXQDmcDkDOAiiH/wHDAoYNUE6+Ae8BBgYoZ/3x+QvgnCkMfAlwjjoDFwM3VBn3VwZeBj4ohxFkjTGUw6MA5EyAcpgOMDDcXADhsPu3lx/5fwEqA1QEAlBLieC8hqgBknwbACWON7/HFE+5AAAAAElFTkSuQmCC) may hold.

For any implementation of the vertex set ![Q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAASBAMAAAB2sJk8AAAAMFBMVEX///90dHS2trYwMDAWFhaKiooMDAzMzMwEBAQiIiLm5uZAQEBiYmJQUFCenp4AAADVWfmGAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAIVJREFUCB1jYGBgeHvm9gIgxbDyAgNfO5BmTwUSW4B42QUg8b6AgcECSDPUBzAw/QEx9AUYuH+BGPIKDBwNIIY9AwP/BBCjG8jYAKR5gPIsBkDGegEGBtYPfAcZ5oCkrQvZowNADFZbWQOGAhCLgd2A6wGYwZTACaYZuH6ArQFy7DcwMAAAdMEan8XyD1kAAAAASUVORK5CYII=), the running time is in

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMEAAAAVBAMAAAANw5eWAAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAzJJREFUSA29k09IVFEUxj9nHMeZeW+cRebSaaBNuZB2WYHCCFlEblxGg1AQlA7UomihtBGsxRAi2CInS61FNRG4iKJpFWiiZRCR0BDRIirHSCu17Dv3/bszg9sOvHvOPfc793f/PeA/mpHGOxfnRW6qIvA0Zq5i0ErstdzXF7Oi6AIm6Z6tJhKNRYmURX+M3e/esex0dT8Jo/cIYG7Gw2knv3Ro12qiMeZ0wwr9KI/QABDMWoTQCuOUS/B1YqmAD06J7qnhEHAYHmEnon8RjTsymRTBE2xeA+GMRTDW2Y+7BBN4DzxkrsKo6WsG/GmNMA+ziAiztt2jn5pns5RGNZ3MW9XKJu8SRoAkcJ0516rsiJo6Fj/m6tJ2KpRBdStCBVf7mdFt6fV1Yg+dzMuiPNIuIQP8AS6KyDGNUJsFCPEIqj6Yc6SoA0Ib0jvejHo6mXe0EMlaETticjElphG44EBBI1A32qmLqwvw/ZTEXAEddEKYG2vMlxDUxXDANY0QLoIX5e2B8Zy3ARlpRm0/PRpzuEwnhG0wMyWEqhSz0bdsbNMI5rr6h9xTomK7I1PenEddjFFkDSjSC+ESDARVFPmuRHVxcfXR06rHRiP4f4c6mVGEp3ElsIpUyMaIWwSTRyWPlITgCiLcubAiZ5TOOthxLKqeL5k8mEy2SUxNdMUnkSKoR1l+ayRUp6iQZz1Azxq/kL4pAgMx62AdAhPaHoIbz0WinVLZrfnyCHD5arGnqCQh3E8f0wkTTFzd345F4wojmkbAcl4yGiGc4s4Wdg8ttJxtkREe4g3go5zlTX4k1GaBB3mdMMglpPiYF5/kKKHphJMqoxGk/hyuGa2+WBWnrckAgabZGZFZf5zvaHfi1mbOIxgTv+7CH8M4XvWo2UoJd1TOI0z3Ds7jZdcBI27m+VJRY9eIm+LHPdjmRZLwZ4UwbI/pe7BSHkH1p+UNWYRjdo04X2FrAk+pHQtGVnQ8W8tp6ykjnM/5HUKDrRUXiW1N4E0nR9ourOU0va4uI4SaZoZ6hjs+NSAU1yu+6DWlp6TLvNjTlBE8ibNdKxNI44075kVuqiLwNGa6YtBK7AP+Aa7o2MJgQQRkAAAAAElFTkSuQmCC),

where ![T_\mathrm{dk}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAASBAMAAABY9biuAAAAMFBMVEX///8EBARiYmLMzMy2trZ0dHTm5uZQUFCKiooiIiIMDAxAQEAwMDAWFhaenp4AAADGGRm5AAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAKJJREFUGBlj4Pt7+vzqnT8ZoIC7geH9A4bXMC47A0M9A0MqjOvCwHCXgcEPxnVgYPjOwGAG4zIwsPxAsIEspm8oXM4FQC5fCUyMfwOINYNvEUTAvwFEn2AognD1E1C4p4A876AbDEVMQiBxGQYGtgUMMxiK0hOA1pz6eJyBdQJQb/U6kCQIsB4Acb0gHLDiGwylTAdgfO+guy43Tf4kwPhQGgAIzCiXhMEHtQAAAABJRU5ErkJggg==) and ![T_\mathrm{em}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAARBAMAAADTf7pHAAAAMFBMVEX///8EBARiYmLMzMy2trZ0dHTm5uZQUFCKiooiIiIMDAxAQEAwMDAWFhaenp4AAADGGRm5AAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAJZJREFUGBlj4Pt7+vzqnT8ZYIC7geH9A4bXMC4DOwNDPQNDKpzvwsBwl4HBD853YGD4zsBgBuczMLD8QOIAmUzfUPmcC1D5/BtQ+f4NqHz9BFT+KSD3eXTK9dDDoQdAMjIMDMwXWA7oMuxkmAG07dTH4wzsM1oLtBmKGI6C5IGA6QADAzKfWYwhAJnP4K2UcuvJWr+VBgDzWic67EauZgAAAABJRU5ErkJggg==) are the complexities of the *decrease-key* and *extract-minimum* operations in ![Q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAASBAMAAAB2sJk8AAAAMFBMVEX///90dHS2trYwMDAWFhaKiooMDAzMzMwEBAQiIiLm5uZAQEBiYmJQUFCenp4AAADVWfmGAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAIVJREFUCB1jYGBgeHvm9gIgxbDyAgNfO5BmTwUSW4B42QUg8b6AgcECSDPUBzAw/QEx9AUYuH+BGPIKDBwNIIY9AwP/BBCjG8jYAKR5gPIsBkDGegEGBtYPfAcZ5oCkrQvZowNADFZbWQOGAhCLgd2A6wGYwZTACaYZuH6ArQFy7DcwMAAAdMEan8XyD1kAAAAASUVORK5CYII=), respectively. The simplest implementation of the Dijkstra's algorithm stores the vertex set ![Q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAASBAMAAAB2sJk8AAAAMFBMVEX///90dHS2trYwMDAWFhaKiooMDAzMzMwEBAQiIiLm5uZAQEBiYmJQUFCenp4AAADVWfmGAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAIVJREFUCB1jYGBgeHvm9gIgxbDyAgNfO5BmTwUSW4B42QUg8b6AgcECSDPUBzAw/QEx9AUYuH+BGPIKDBwNIIY9AwP/BBCjG8jYAKR5gPIsBkDGegEGBtYPfAcZ5oCkrQvZowNADFZbWQOGAhCLgd2A6wGYwZTACaYZuH6ArQFy7DcwMAAAdMEan8XyD1kAAAAASUVORK5CYII=) as an ordinary linked list or array, and extract-minimum is simply a linear search through all vertices in ![Q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAASBAMAAAB2sJk8AAAAMFBMVEX///90dHS2trYwMDAWFhaKiooMDAzMzMwEBAQiIiLm5uZAQEBiYmJQUFCenp4AAADVWfmGAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAIVJREFUCB1jYGBgeHvm9gIgxbDyAgNfO5BmTwUSW4B42QUg8b6AgcECSDPUBzAw/QEx9AUYuH+BGPIKDBwNIIY9AwP/BBCjG8jYAKR5gPIsBkDGegEGBtYPfAcZ5oCkrQvZowNADFZbWQOGAhCLgd2A6wGYwZTACaYZuH6ArQFy7DcwMAAAdMEan8XyD1kAAAAASUVORK5CYII=). In this case, the running time is ![O(|E| + |V|^2) = O(|V|^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAM4AAAAXBAMAAACxAG0QAAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAAxBJREFUSA2VkztoFFEUhv99ZXd29mFhKWQTUkmUYCNWibCFIMbp7HQRFCzEAcHCZu0EbRYhYBFIRCQGC8dGIQQcUhgwCdlCEJGQLSyVrM9gXus5d+7dOzN7E+JhmTvnnv98/z0zs8D/x+T7xuGbrOXZw4sjStu3HkY2Dkzm8dg7ULBv0Wpjb99iT2EK5VZ0cxFF7fw5WtMpaRr2Zmr/JxfDWHjrSvW35RUyyDjIu0Ch/+rgQAczUZ8ZFG5dAIqdCmuSTbyI1jkLY979agLrPwTmBAL1nA/rPnAXwgdTDnCn1wcbLWKdF5pTQs3sUEQwJX6yaY8xqUqgzl6jrQ8AfRZ8Vqx6dGCDT32EelzWlHwb+RZJwxHFZH9S7TQY8xWeUL9u0taGizHpc5TSgvJJUMJB+jLp5oVm8s0ZlKbFvr7EMLuA7XOftXS7IdTPWVt3eDwxzy65ZA0+uWmArPJuttNpA/SLRAzzgF4m1WdQ73RobcPaYfmVkYQT+Fh7mBMC3kZonvQYMi15FqqMc1lHHFMFLlOVnoOIcSQ3+Wa1lW4EjMLWADtLQcgn3xYnFDOT4Cm3DVU5jtBdHPNSDK8wpM7d44Z+L+cFPokxfKKNXp/iNvhfpHzWuE1HHLPuiT+jmmcNZT6NvYUyLczIVeDDNfik/lqO1DB+gS864pjRxgQXlc9C4FPcRFnOU3foO2wKQbJaPVetnpX60u8k36l5TD4hzIZTkX280KnSNVrov5GjWZgxSn6lljpI6P1kdxa5Q/kMc6LfTxxTXyaWnmcYGfoO7JtAXyNg8PdJdDlwyAfffe5UPs840RHHlI+JmsSA1E+ALw71jwQM+vBt0hh8rotO5XNDe4i7GKavJnaVD6kzwytLtJeqCJ+hP4PHL24bfWZFp/KpiUxfohjk6fFQKJ+ayPhi061iUGqYh1VdTaYZpPGrGRNWn+wyuFf65CVHnaurSbhxB5kbMWH1qy6DOzRY9OtUzvxIYnsWIyasLvmG56YwPT7TqhJfjZiI+hKK+mF8jPbrNNCkvGg9lBkwpP4H7uP73Sg/gDIAAAAASUVORK5CYII=).

For sparse graphs, that is, graphs with far fewer than ![|V|^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAAXBAMAAACYK1DSAAAAMFBMVEX///8iIiK2traKiooEBAR0dHSenp5AQEAWFhYMDAxiYmLMzMwwMDDm5uZQUFAAAAAdDR0oAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAALhJREFUGBmVzzEKwjAUBuCfaFuxbbxC505eRBAX195Aj+AFdHcyuw65geLq4qxLdxGqgoMi9b0UbNLNN4T8H39CAtiTbhI7IlZi4IAo8MT1R/KIJH7jgO5qAchyGmkgyAkwyag1B8MYDNsh4GkGX8UMvRw4gSE9jxjaO4As0mFZFgydGVqZaYCGICogaceXViA/5jU1eHfRdxr+I+Bu3QhfaxdwUw1YcraOYN8Ek+3Gn3Cp+rRK85cvbJA+KROEYZgAAAAASUVORK5CYII=) edges, Dijkstra's algorithm can be implemented more efficiently by storing the graph in the form of adjacency lists and using a self-balancing binary search tree, binary heap, pairing heap, or Fibonacci heap as a priority queue to implement extracting minimum efficiently. To perform decrease-key steps in a binary heap efficiently, it is necessary to use an auxiliary data structure that maps each vertex to its position in the heap, and to keep this structure up to date as the priority queue ![Q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAASBAMAAAB2sJk8AAAAMFBMVEX///90dHS2trYwMDAWFhaKiooMDAzMzMwEBAQiIiLm5uZAQEBiYmJQUFCenp4AAADVWfmGAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAIVJREFUCB1jYGBgeHvm9gIgxbDyAgNfO5BmTwUSW4B42QUg8b6AgcECSDPUBzAw/QEx9AUYuH+BGPIKDBwNIIY9AwP/BBCjG8jYAKR5gPIsBkDGegEGBtYPfAcZ5oCkrQvZowNADFZbWQOGAhCLgd2A6wGYwZTACaYZuH6ArQFy7DcwMAAAdMEan8XyD1kAAAAASUVORK5CYII=) changes. With a self-balancing binary search tree or binary heap, the algorithm requires
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## Fibonacci Heap Data Structure Proof:
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Consider any node *x* somewhere in the heap (*x* need not be the root of one of the main trees). Define **size**(*x*) to be the size of the tree rooted at *x* (the number of descendants of *x*, including *x* itself). We prove by induction on the height of *x* (the length of a longest simple path from *x* to a descendant leaf), that **size**(*x*) ≥ *Fd*+2, where *d* is the degree of *x*.

**Base case:** If *x* has height 0, then *d* = 0, and **size**(*x*) = 1 = *F*2.

**Inductive case:** Suppose *x* has positive height and degree *d*>0. Let *y*1, *y*2, ..., *yd* be the children of *x*, indexed in order of the times they were most recently made children of *x* (*y*1 being the earliest and *yd* the latest), and let *c*1, *c*2, ..., *cd* be their respective degrees. We **claim** that *ci* ≥ *i*-2 for each *i* with 2≤*i*≤*d*: Just before *yi* was made a child of *x*, *y*1,...,*yi*−1 were already children of *x*, and so *x* had degree at least *i*−1 at that time. Since trees are combined only when the degrees of their roots are equal, it must have been that *yi*also had degree at least *i*-1 at the time it became a child of *x*. From that time to the present, *yi* can only have lost at most one child (as guaranteed by the marking process), and so its current degree *ci* is at least *i*−2. This proves the **claim**.

Since the heights of all the *yi* are strictly less than that of *x*, we can apply the inductive hypothesis to them to get **size**(*yi*) ≥ *Fci*+2 ≥ *F*(*i*−2)+2 = *Fi*. The nodes *x* and *y*1 each contribute at least 1 to **size**(*x*), and so we have
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A routine induction proves that ![1 + \sum_{i=0}^d F_i = F_{d+2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI8AAAAzBAMAAABcRUauAAAAMFBMVEX///90dHSenp5iYmLMzMyKiooEBAQWFhZQUFAwMDAiIiIMDAy2trZAQEDm5uYAAABxVdnKAAAAAXRSTlMAQObYZgAAAsdJREFUSA3tVU9o01AY/2rSZk2TrOJB9GJEPHiyUGQi1FY8iCi0B29eep0H3cmBl24gehGpB5WCsKLgdcODIPgnMFCxQiMIc2gxIB48DR1uFDfj9/JeXxLzCg3pcR8l+b7f+/1+/frymg9AHOm/Yjw2Ki/FlogFki3G46LFqVpciZCvF9Yc4UJcsOq8iSsR8y/CcfFCXPQIPMnH1Qj5+u7SeDZb6L4Djn8H3M1ZjKeu61rJzMs/qX75VTOZkepWqEH6cjwjww7zjStLDHhL7if+9FYbkd6kxRe9+/2wsNMO13B0mwFpctd+AwheTt0aQCkk/HGzHaoBJlwzgEj4zpULAYCmZQfgdBjNtlmtDvBGcHPUOoCBX/9fPMb6exiLGlU3A4zJJlRkKwDQtA8ynA+jUaO0O+dTugWI/jDQ1kHyOTSLGsHXXz6pbGnMSCcHdfaatyRtwbLPGWqU23A4a7HXsHjBE3V7ZYsXLBF0pLk2Z10CHR/bDK9pkmkDoZAxauIRKT7Aghph31cHfQPccHDBC3kdUpg4tOLXagHyWJAxiobf4DUSBB0Zz7ki5f+C4B4dsDwGOan46cKkKTRSatwoWydpqUKugbjn5d4YRSMN1ipoNMMI/EDCI1+SaWKePus706VpcqNjFI0APuEfYqF/m6QA3Ej31jxMb0znMcl4hX9Z2biDBY5RY7X1rGVDylcgzo32+wqW7YsgBKBjlHgcCj2NLGPvesmSCXYHeEjaigQdo2iknTxlRVYBzlUYOM8XizWeBhI6RtGo6roBeJDyZ/8OT9sIMTeMo3x5j3F4z2e3OYwyGr6A84OGOZpgGIv0Q2MYYwcf3w6coVby/PWEngbVK46S0IjJO6CYiZykj1S+F9R8IqMLd40ehj0FaiGREdQHHSnJjFLsv9qBnJmoI/Ugvj9bLTvn5BL5gHSM6rUPt+IY/QNc6rjzrWoagwAAAABJRU5ErkJggg==) for any ![d\ge 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAARBAMAAABQu4N8AAAAMFBMVEX///8iIiJAQEAMDAx0dHTm5uYwMDDMzMyKiopiYmK2traenp4WFhYEBARQUFAAAABMw5L0AAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAOBJREFUGBljYGBg4LsPJJAAq8o8CO8NkGKfCpdhLuBIAHPOgUifp2A2kJjGwHALzP4NJnvUoRJAZSdBTO4PEIGNWRD6CwNDDgMD18t5ByB8hoVSIAbrDwYGZQaGHob6B1BxhrJTQBY7UFyXgf07A/8GmDinCVQ8l4HtAMN+mHCkJYgFMkeYgX8CA8j5IBB3BEID7ZVhqN/AAHY+A0PRCYgwiH+SIb6A9TcLSGCZNFSYYSIDwy8G5g18X3cBRbigjgcygwtYBBjYVSa8c4CphNDssHBDFSaOx34GBKBOY2AAAMD/NTrWOqeLAAAAAElFTkSuQmCC), which gives the desired lower bound on **size**(*x*). [2]

# Why C++

We chose C++ for two reasons. 1) We were familiar with the language, and 2) C++ uses explicit pointers which helped us create the Fibonacci Heap.

# Sample Output

## Sample 1

|  |  |
| --- | --- |
| 4  4  0:2:20  0:1:10  1:3:20  2:3:10  1  1:2:20  0  3 | Reading 4 cities.  Reading city 0.  Reading city 1.  Reading city 2.  Reading city 3.  Done reading cities.  Reading 4 uni-directional roads.  Reading from city 0 to city 2 with length of 20  Reading from city 0 to city 1 with length of 10  Reading from city 1 to city 3 with length of 20  Reading from city 2 to city 3 with length of 10  Done reading existing uni-directional roads.  Reading 1 uni-directional roads.  Reading from city 1 to city 2 with length of 20  Done reading optional uni-directional roads.  Starting city: 0  Ending city: 3  Calculating Shortest Path...  Shortest path using existing roads:  0 -> 1 -> 3 with length 30  PATHS MADE BY OPTIONAL ROADS BELOW =====================  Paths using an optional road:  Path 1: 0 -> 1 -> 2 -> 3 with length 40  SHORTEST PATH SUMMARY BELOW ==============================  **0: No optional paths are shorter than the path using only existing roads.** |

.

## Sample 2

|  |  |
| --- | --- |
| 4  4  0:2:20  2:3:10  1:3:20  0:1:10  1  1:2:5  0  3 | Reading 4 cities.  Reading city 0.  Reading city 1.  Reading city 2.  Reading city 3.  Done reading cities.  Reading 4 uni-directional roads.  Reading from city 0 to city 2 with length of 20  Reading from city 2 to city 3 with length of 10  Reading from city 1 to city 3 with length of 20  Reading from city 0 to city 1 with length of 10  Done reading existing uni-directional roads.  Reading 1 uni-directional roads.  Reading from city 1 to city 2 with length of 5  Done reading optional uni-directional roads.  Starting city: 0  Ending city: 3  Calculating Shortest Path...  Shortest path using existing roads:  0 -> 1 -> 3 with length 30  PATHS MADE BY OPTIONAL ROADS BELOW =====================  Paths using an optional road:  **Path 1: 0 -> 1 -> 2 -> 3 with length 25**  SHORTEST PATH SUMMARY BELOW ==============================  **1: Optional path 1 is shorter than the path using only existing roads.**  **Optional path 1 is the shortest possible path and has length 25.** |

.

## Sample 3

|  |  |
| --- | --- |
| 6  4  0:1:2  4:5:2  2:3:2  3:5:2  2  1:4:1  0:2:2  0  5 | Reading 6 cities.  Reading city 0.  Reading city 1.  Reading city 2.  Reading city 3.  Reading city 4.  Reading city 5.  Done reading cities.  Reading 4 uni-directional roads.  Reading from city 0 to city 1 with length of 2  Reading from city 4 to city 5 with length of 2  Reading from city 2 to city 3 with length of 2  Reading from city 3 to city 5 with length of 2  Done reading existing uni-directional roads.  Reading 2 uni-directional roads.  Reading from city 1 to city 4 with length of 1  Reading from city 0 to city 2 with length of 2  Done reading optional uni-directional roads.  Starting city: 0  Ending city: 5  Shortest path using existing roads:  There is no path from 0 to 5 using only existing roads.  PATHS MADE BY OPTIONAL ROADS BELOW =====================  Paths using an optional road:  **Path 1: 0 -> 1 -> 4 -> 5 with length 5**  Path 2: 0 -> 2 -> 3 -> 5 with length 6  SHORTEST PATH SUMMARY BELOW ==============================  **2+: Optional paths 1 and 2 are shorter than the path using only existing roads.**  **Optional path 1 is the shortest possible path and has length 5.** |

.
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